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A Two-Source Time-Integrated Model for 
Estimating Surface Fluxes Using Thermal 
Infrared Remote Sensing 

M. C. Anderson,* J. M. Norman,* G. R. Diak,  W. P. Kustas,  
and J. R. Mecikalski  

W e  present an operational two-source (soil+vegeta- 
tion) ,ugdel for evaluating the surface energy balance 
given measurements of the time rate of change in radio- 
metric surface temperature (TRao) during the ~u~rning 
hours. This model consists of a two-source surface com- 
ponent describing the relation between T~o and sensible 
heat flux, coupled with a time-integrated component con- 
necting surface sensible heating with planetary boundary 
layer development. By tying together the time-dependent 
behavior of surface temperature and the temperature in 
the boundary layer with the flux of sensible heat from 
the surface to the atmosphere, the need fi~r ancillary 
measurements of near-surface air temperature is elimi- 
nated. This is a significant benefit when T~ao is acquired 
remotely. Air temperature can be strongly coupled to lo- 
cal biophysical surface conditions and, if the surface air 
and brightness temperature measurements" used by a 
model are not collocated, energy flux estimates can be 
significantly corrupted. Furthermore, because this model 
uses only temporal changes in radiometric temperatures 
rather than absolute temperatures', time-independent bi- 
ases in T~ao, resulting from atmospheric effects or other 
sources, do not affect the estimated fluxes; only the time- 
varying component of corrections need be computed. The 
algorithm also decomposes the surface radiometric tern- 
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perature into its soil and vegetation contributions; thus 
the angular dependence of TRaD can be predicted from an 
observation of T~D at a single view angle. This capability 
is critical to an accurate interpretation of off-nadir mea- 
surenwnts from polar orbiting and geosynchronous satel- 
lites. The performance of this model has been evaluated 
in comparison with data collected during two large-scale 
field experiments': the first International Satellite Land 
Surface Climatology Project field experiment, conducted 
in and around the Konza Prairie in Kansas, and the 
Monsoon "90 experiment, conducted in the semiarid 
rangelands of the Walnut Gulch Watershed in southern 
Arizona. Both comparisons yielded uncertainties compa- 
rable to those achieved by models that do require air 
temperature as an input and to measurement errors typi- 
cal of standard micrometeorological methods fi)r flux esti- 
mation. A strategy for applying the two-source time-inte- 
grated model on a regional or continental scale is briefly 
outlined. ©Elsevier Science Inc., 1997 

I N T R O D U C T I O N  

Thermal infrared observations of the earth's surface ac- 
quired from a satellite platform have long been recog- 
nized as a valuable key to evaluating the surface energy 
balance over large regions (Idso et al., 1975; Price, 
1980). However, after more than 20 years of research in 
the remote sensing community, considerable disparity 
still exists in the quality of results generated hy studies 
exploring the potential for inferring regional-scale sur- 
face fluxes from satellite data. The recent studies of 
Brutsaert et al. (1993) and Diak and Whipple (1995), for 
example, detail sensible heating estimates obtained by 
using satellite-measured surface temperatures that com- 
pare well with in situ measurements, whereas other in- 
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vestigators (Hall et al., 1992; Sellers et al., 1995; Cooper 
et al., 1995) have expressed a certain amount of pessi- 
mism concerning the potential value of thermal infrared 
remote sensing as a reliable predictor of surt:aee e n e r ~  
fluxes on  a regional scale. 

The model developed in this paper addresses many 
of the stumbling blocks that have historically hindered 
the progress toward an operational program for monitor- 
ing surface tluxes from space. Reviews of existing models 
and the challenges involved in such modeling effbrts are 
provided by Norman et al. (1995a) and Kustas and Nor- 
man (1996). A major dilennna frequently cited in the lit- 
erature is that models that are general enough to predict 
fluxes with reasonable accuracy over a wide variety of 
surfaces often require a snffieiently detailed characteriza- 
tion of surface soil and vegetation properties and local 
meteorological conditions that application on regional 
settles has been intractable. Simpler models that parame- 
terize many of these characteristics oI}en require empiri- 
cal tweaking from site to site, rendering them ineffectual 
in large-scale applications. Many models have suf})red 
from a misuse or misintel-pretation of the radiometric 
surface temperature (T~,I)) [see Norman and Beeker 
(1995) for a discussion of tile nomenclature associated 
x~dth infrared thermometry]. For example, TR,~D is of}en 
assnmed to be equivalent to the so-called aero@alnie  
temperature (T.w:Ho) of tile surface, a bulk temperature 
appropriate for calculating heat transfer in the atmo- 
spheric snrfaee layer. The intelpretation of Tj~aD is thr- 
ther eoinplieated by tile fact that the radiometrie tem- 
perature of a surface call vary significantly, depending on 
tile angle at which it is viewed. Biases in measnred 
brightness temperatures, introduced by atmospheric at- 
tenuation of surface radiance when acquired at a satellite 
platform or by unrepresentative spatial sampling when 
acquired closer to the surface, call significantly degrade 
flux estimates, even though the absohlte magnitude of 
this bias may be small. Finally, regional-scale flux models 
are difficult to validate and are theretore, on principle, 
subject to some degree of skepticism. 

The two-source time-integrated model (hereaf}er, 
the TSTIM) presented here synthesizes important les- 
sons learned during two decades of research in this area. 
It relates tile morning rise in the temperature of a par- 
tially vegetated surface to the gro~ech of the overlying 
planeta~' boundax T layer through an estimate of surface 
sensible heating. The TSTIM is intended for application 
over large spatial grids and thus attempts to balance the 
competing demands of generality and siinplieity; it has 
been designed to aceonnnodate vaL'ying surface condi- 
tions while remaining eolnputationally inexpensive and 
requiring only a tractable array of surface parameters. 

The TSTIM is a modification of the twl/-sonree (soil + 
vegetation) surfac~e model (hereafter, the TSM) of Nor- 
man et al. (1995b), which estimates instantaneous heat 
fluxes given single measnrements of sur{~ee brightness 

temperature and air temperature. Two-sonrce models 
represent tin advance over single-layer snr{~ice models 
that treat the earth's surface as a single, nnii{)rnl layer 
(see, e.g., Hall et al., 1992; Gash, 1987; and Jackson, 
1982) .  Single-layer models typically nse TI~.~I) ill place of 
T.~Euo and link the sensible heat flnx tO tile dil}brenee be- 
tween T~AD and the air temperature through a single 
aerod)qlamic resistance. This approach tends to overesti- 
mate sensible heat, especially over sparse canopies, be- 
cause the resistance to heat transport from the soil com- 
ponent of the field of view is often significantly larger 
than the resistance above the canopy. If the diff~,rence 
between soil and canopy resistances is not treated explic- 
itly by a model, the aerodynamic resistance must be in- 
creased by, elnpirical adjustments related to the 
roughness length for heat transport (Kustas et al., 1989; 
Sugita and Brntsaert, 1990; Kohsiek et al., 1993) or by 
the inclusion of all empirical site-specific "additional re- 
sistance" term (Stewart et an., 1994), to obtain an 
agreement between measured and modeled sensible heat 
fluxes. The relation belaveen T~,D and TA~o can be more 
appropriately treated if the net surface flux is appor- 
tioned among the sources fronl which it emanates. 

Another advantage of the ~vo-sonrce approach is 
that it accommodates the view angle dependence of sur- 
face brightness teinperature measnrements; the variation 
of TI~aD with sensor view angle can be predicted if tile 
individual telnperatures of tile soil and vegetation com- 
ponents in the scene call be extracted from the compos- 
ite surface temperature. View angle effects are most pro- 
nounced f{/r sparse canopies, where changes in ~iew 
angle cause large difibrences in the fractions of vegeta- 
tion and bare soil within the tbotprint of the radionleter. 
Directional variations in surface emissivity also (:all in- 
duce slight variations of brightness temperature with 
view angle (Anton and Boss, 1987; Norman et al., 1990). 
Surface radiometric tenlperatures collected by Vining 
aim Blad (1992) tit a location within the first interna- 
tional satellite land surface climatolog T project (ISLSCP) 
fiekt experiment (FIFE) site sht/w dif}~renees of as 
much as 5 C ° when acquired at nadir and 60 degrees in 
zenith tingle (Hall et al., 1992). The salne sort of rela- 
tions have been shown within a modeling context (Nor- 
man et al., 1990). Correction of observed brightness tem- 
peratures fbr view angle efibets is of great importance 
when the temperatures are to be obtained from satellite 
inlages, where major portions of the image are acquired 
at off-nadir viex~dng augles. 

The TSM is improved on here bv, tile incorporation 
of a simple description of planetary bonndaa' layer dy- 
namics. This modification is inspiwd by the more com- 
plex combined soil-plant-atmosphere and planetaly 
boulldal): layer models of Carlson et al. (1981), Wetzel 
et al. (1984), Taconet et al. (1986), and others; such com- 
bined models are able to simulate their own near-surface 
meteorohlgieal conditions and are thns less susceptible to 
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Figure 1. Variation in air temperature at 2 m above a sur- 
fSee with a vegetative cover 0.6 m in height, as predicted by 
a eombined soil-plant-atmosphere and planetary bonndary 
layer model. The words "dry" and "wet" refer to the condi- 
tion of the soil snrfaee, and the words "'stressed" and "un- 
stressed" refer to the available water (below the surface) in 
the root zone and thus the water status of the plant. All 
model runs began at 5:00 *.M. local time with the same air 
temperature. 

errors incurred in the mismatch (both spatial and tempo- 
ral) between remotely sensed and ground-based mea- 
surements. Models without a boundary layer component 
generally require measured air temperatures as an ancil- 
lary data input. In remote applications, where these data 
must be spatially (and temporally) interpolated between 
weather station measurements to match the thermal sat- 
ellite image grid, this requirement can prove quite prob- 
lematic. Air temperature can be strongly coupled to local 
suriZaee characteristics that may vary appreciably over 
small spatial scales (e.g., vegetation cover and soil mois- 
ture), so interpolation may yield poor local estimates. 

Figure 1 demonstrates the magnitude of this sensi- 
tivity. The diurnal air temperature curves in Figure 1 
were generated by the Cupid soil-plant-atmosphere model 
(Norman and Campbell, 1983), coupled with a Mellor- 
Yamada second-order closure model of the planetary 
boundary layer (Mellor and Yamada, 1974). Leaf area in- 
dex (LAI), soil surface water content, and water content 
in the root zone below the surface were varied indepen- 
dently to study the effects of surface properties on the 
equilibrium air temperature measured 2 m above the 
ground, the height of a typical weather station measure- 
ment. Figure 1 indicates that a heterogeneous surface 
can induce spatial variations of several degrees in near- 
surface air temperature. This level of variation can sig- 
nificantly corrupt flux estimates; for a canopy 1 m in 
height and a wind speed of 5 m s -l, Norman et al. 
(1995a) predict an additional error of 40 W m 2 in esti- 
mated sensible heat for each degree C error ill the as- 
sumed difference between surface and air temperature. 

The TSTIM does not rely on measured air temperatures 
and thus is much better suited to large-scale applications 
than the TSM and other algorithms that do. 

Whereas the TSM uses an instantaneous measure- 
ment of surface temperature, the TSTIM relates surface 
fluxes to the time rate of change in surface temperature. 
This practice, derived from the methods of Price (1980), 
Carlson et al. (1981), Wetzel et al. (1994) and other 
"thermal inertia moisture availability" methods for evapo- 
transpiration estimation that exploit the correlation be- 
tween the amplitude of the diurnal surface temperature 
wave and soil moisture content [see reviews by Carlson 
(1986) and Norman et al. (1995a)], renders the TSTIM 
insensitive to fairly large biases in measured brightness 
temperature. Although absolute surface radiometric tem- 
peratures derived from satellite measurements are sub- 
jeet to errors in sensor calibration, a general laek of in- 
formation on the surface emissivity, and potential errors 
in atmospheric correetions, the time-independent com- 
ponent of these errors falls out when temporal changes 
are computed. Similarly, the effect of biases in surface 
temperature due to spatial sampling (Goetz et. al., 1995) 
are reduced by using time differences, as are the effects 
of view angle dependence (Diak and Whipple, 1995). 
Tile TSTIM uses the morning rise in sur[~ce tempera- 
ture as its driving input, in accord with Wetzel et al. 
(1984), who find this to be the signature in the diurnal 
surface temperature wave most closely correlated with 
soil moisture content; furthermore, they note that mid- 
morning meteorological conditions are well suited for 
this type of investigation, because advection is typically 
at a lninimal level and skies are most likely to be clear. 

To the authors' knowledge, the TSTIM represents a 
unique combination of the aforementioned features: gen- 
erality, computational simplicity, the ability to accommo- 
date off-nadir sensor view angles, insensitivity to biases 
in measured brightness temperatures, and freedom from 
the need for ground-based air teinperature measure- 
ments [see comparison with other thermal infrared mod- 
els in Table 2 of Kustas and Norman (1996)]. The physi- 
cal foundations for the TSTIM are developed in the next 
section. Because it is difficult to obtain surface flux mea- 
surements on the spatial scale of a satellite image pixel, 
the efficacy of the model is first validated in comparison 
with measurements made during the first ISLSCP field 
experiment (FIFE), conducted in a tall-grass prairie in 
Kansas (Sellers et al., 1988), and the Monsoon '90 exper- 
iment, conducted in the semiarid rangelands of Arizona 
(Kustas et al., 1991); future papers will explore applica- 
tions to Geostationary Operational Environmental Satel- 
lite (GOES) imagery. The field experiment comparisons 
are discussed in the third section. The fact that the 
model produces good results in both vegetative regimes 
indicates generality--a necessity if it is to be applied on 
regional or continental scales. An examination of the sen- 
sitivity of the model to the input parameters that it re- 



1 9 8  Amtens'on et aI. 

quires is provided in the fourth section, along with sug- 
gestions fbr acquiring these parameters on a regional 
basis ibr satellite applications. Concluding remarks are 
made in the fifth section. 

MODEL DESCRIPTION 

The two-source surface layer model of Norman e ta] .  
(1995b) tbrms the basic building block fbr the new two- 
source time-integrated model presented here. In this de- 
velopment, the TSM is coupled ~4th a time-integrated 
description of planetary boundary ' layer growth. This re- 
sults in a model that is less susceptible to systematic bi- 
ases ill surface temperature measurement and no longer 
requires measured air temperahxre as in input. 

A brief overview of the model is provided here to 
guide the reader through the next section. The model is 
driven by two measurements of surface brightness teiu- 
peratnre, acquired during the nlorning over a 4-h inter- 
val. The surface layer component of the TSTIM relates 
each surt~ace temperature measurement to an estimate of 
instantaneous sensible heat flux by means of a colnputed 
air temperature. The time-integrated sensible heat flux 
during this interval is computed from these instanta- 
neous estimates, assuming that sensible heating increases 
linearly with time during the lnorning hours. Another 
time-integrated flux ix computed by the planetary bound- 
aly layer (PBL) component of the TSTIM; this flux is 
commensurate with the temporal change in air tempera- 
ture derived by tlle surface layer component of the 
model and with the lapse rate structure in the overlyqng 
boundary" layer. These time-integrated fluxes are com- 
pared, and through iterative cycling, tile TSTIM con- 
verges on estinlates fbr sensible heat and air temperature 
consistent with the measured surface temperatures. 

The Two-Source Time-Integrated Model 

The Two-Source  Surface L a y e r  C o m p o n e n t  
The directional radiometric temperature of a surface, 
TI/AD(~), Call be obtained from a measurement of surface 
brightness temperature, T~((p), acquired by satellite (after 
correction {br atmospheric etlects) or by ground-based 
radiometr),: 

T,~(~o)={e(~)[r,~,,t)((,o)]"+[1-e((o)](rsKy)"} '/'' . (1) 

Here, e(rp) is the directional thermal emissivity of the 
surface at a view zenith angle ~0, TsKy is the hemispherical 
sky brightness temperature (Norlnan and Beeker, 199,5), 
and n is the power in the Stethn-Boltzmann equation ap- 
propriate for the wavelength band of the sensor. Typi- 
cally, n - 4  is used for wavelength bands of 8-14 and 
10-12/~m over a limited telnperature range (Beeker and 
Li, 1990). 

The radiometrie temperature of a vegetated surface 
is an enseinble average of the individual thermodynamic 

temperatures of tile soil (T~) and vegetation (T~) lying 
within the sensor field of view, weighted by their contri- 
bution to the brightness temperature: 

T,m)(~0) = {f(~0)E:' + [1 -f(~0)JT,"}'"" , (2) 

where.flq~) ix the fraction of" the sensor fiekl of view oc- 
cupied by vegetation when viewed at a zenith angle (p. 
The temperatures T~ and 7", are themselves spatially 
weighted averages over the sunlit and shaded parts of the 
canopy and soil, respectively. Equation (2) assumes that 
a single emissivity" [assumed to be 0.99 at nadir; Pallueoni 
eta] .  (1990)] may be attributed to each component in 
the scene; although soil and vegetation may' exhibit dif- 
t~rent emissivities when studied indMdually, multiple re- 
flections between soil and leaves tend to equalize the 
component einissivities in a soil-canopy systenl. The an- 
gular variation of directional emissivity, a(~0), usually re- 
stilts in a brightness temperature variation of less than 
0.5 C ° between xqew angles of nadir and 60 ° (Anton and 
Ross, 1987) mad is neglected here. 

The tbrm fbr Tl~,~l)(~0) in Eq. (2) explicitly accommo- 
dates the effect of sensor view angle ((0) on observed ra- 
diometric tenlperature; as the soil layer becomes increas- 
ingly obscured by vegetation with increasing view zenith 
angle, the contribution of the soil temperature to the 
composite surfhce telnperature ix decreased accordingly 
through the weighting thnetion f(q)). An accurate inter- 
pretation of a surface telnperature, particularly all off-na- 
dir observation, therefore requires knowledge or esti- 
mates off(q),  T, and 7'2. For ease of computation, Eq. 
(2) can t)e linearized with little loss of aeenracy 
(<0.5 C°): 

T,.,,)(~o)=f(~o)T,.+ [1 : f(~)JT, .  (:3) 

[For the purist, a linear adjustment can be made to Eq. 
(3) to improve the agreentent with Eq. (2); Norman et 
al. (1995b).] For a canopy with a random distribution of 
leaves, a spherical distribution of leaf angles, and a leaf 
area index F, 

1 exp(-()'5F') ,,0s  (4) 

If" LAI is not known, it can be estimated from a measure- 
ment of fractional vegetation cover (Norman et al. 
1995b), 

In the TSM and the TSTIM, Eq. (3) is a key mem- 
ber of the system of equations used to estimate the parti- 
tioning of the soil and canopy energ), budgets. The net 
balance of e n e r ~  at the eartlfs surface, neglecting pho- 
tosynthesis, Call be represented hy 

B , = H + L E + G  , (5) 

where B. ix the net radiation incident above the canopy, 
and H, LE,  and G are the net fluxes of sensib[e, latent, 
and soil conduction heating, respectively. Representing 
the soil and canopy eompouents of these net fluxes with 
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the subscripts "s" and "c", respectively, the set of equa- 
tions constituting the surface component of the TSTIM 
are: 

Surface radio,wtrie temperature [Eq. (3)]: 

T~A,)=f(~o)T~.+ [1-f(tp)]T~ (6a) 

Soil and canopy energy budgets: 

R,,~=H~+LE~+G (6b) 

R,,.~.=H,,+LE~. (6c) 

Net radiation: 

R,,=R,,,~+R . . . . .  (6d) 
RI,,~ =R,,exp( - KF/~[2~sos~) (6e) 

Sensible heat: 

H=H~+H,, (6f) 

%-T~, 
H~ =pc v (6g) 

H~ = pct, T~- r., (6h) 
R, 

Latent heat: 

LE=LE~+LE~, (6i) 

LE,, = azr f¢ ~St_7R ..... (6j) 

Ground conduction heat: 

G=%R .... (6k) 

In Eq. (6), R,,,~ is the net radiation absorbed by the can- 
opy, and R,,.~ is the net radiation penetrating to the soil 
surface. The simple extinction law R,,~=R,,exp(-~cF) used 
by Norman et. al (1995b) in the TSM assumes that the 
extinction of net radiation is independent of the path 
length through the canopy. Here we implement a more 
realistic form, developed through numerical experimen- 
tation with the soil-plant-atlnosphere model Cupid. 
Equation (6e) allows the effective extinction to vary with 
solar angle and thus more faithfully captures the time 
behavior of B,,.~. We use the extinction eoeffieient 
~c=0.4,5, lying midway between the limits of 0.3 to 0.6 
expected for most vegetation (Boss, 1981). 

In accord with Choudhury et al. (1987), the flux of 
heat conducted into the soil (G) is parameterized as a 
constant filnetion, %, of the net radiation at the soil sur- 
face [Eq.(6k)]. With the assumption of a time-indepen- 
dent extinction law for net radiation, values of % be- 
tween 0.2 and 0.5 were obtained from measurements of 
above-canopy net radiation and soil heat flux at midday 
(Choudhury et al., 1987). Norman et al. (1995b) chose 
to use %=0.35 in the TSM, the midpoint of this range. 
A smaller fraction (%=0.31) must be used in conjunction 
with the time-dependent extinetion law in Eq. (6e), 
which yields somewhat higher transmission at midday. 

Equations (6f)-(6h) assume that the fluxes of sensi- 
ble heat from the soil (H~) and vegetation (H,) within the 
field of view are in parallel. Norman et al. (1995b) show 
that this is a reasonable assumption for sparsely vege- 
tated surfaces; the more complicated series/parallel re- 
sistance arrangement that they describe could be used 
instead, but solutions would differ significantly only tbr 
dense vegetation. The quantity Ra in Eqs. (6g) and (6h) 
is the aerodynamic resistance to heat transport across the 
layer between the nominal heat exchange surface within 
the canopy and the height, ZT, at which the air tempera- 
ture, T~, is measured. Heat transported between the soil 
and height ZT must pass through the boundary layer im- 
mediately above the soil surface and thus encounters an 
additional resistance R~ [Eq. (6g)]. 

The aerodynamic resistance can be expressed as 
(Brutsaert, 1982) 

& -  + R  . . . .  (7) 
kN 

Here, u is the wind speed measured at height Zu; ZT is 
height of the air temperature measurement; k is the von 
Karman constant (taken to be 0.4); qJh and q~m are the 
stability corrections for heat and momentum transport, 
respectively; d is the displacement height; and z,, is the 
roughness length for momentum transport. For vege- 
tated surfaces with canopy height he., d=0.65h~ and 
z,,-~h~./8 (Shaw and Pereira, 1982) can be used if no di- 
rect measurements are available. The second term in Eq. 
(7) is often called the "excess aerodynamic resistance," 
because it describes the differenee in resistance encoun- 
tered in the transfer of scalar quantities and momentum. 
The term R~x should not be confused with the empirical 
"additional resistance" term used in many single-layer 
models to compensate for the fact that radiometrie sur- 
faee temperature is being used in place of the aerody- 
namic temperature to compute sensible heat. In this 
study, we use a form for R~x given by McNaughton and 
van den Hurk (1995): 

n,.~= 130 qsu° - 1 . 7 ,  (8) 
F 

where s is a typical leaf dimension, and u ,=uk /  
In [z.-d)/zm] is the friction velocity, An empirical expres- 
sion for R~ as a function of the parameters u, d, z,,, F, 
he, and s has been developed by Sauer et al. (1995) and 
is summarized by Norman et al. (1995b). This empirical 
model has worked well for both subhumid grasslands at 
the FIFE site and for a semiarid rangeland at the Mon- 
soon '90 site containing sparsely vegetated shrub and 
grasslands (Norman et al, 1995b). 

In the TSTIM, a first-pass estimate of the canopy 
transpiration rate, LE,. [Eq. (6j)], is provided by applica- 
tion of the Priestley-Taylor approximation (Priestley and 
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Taylor, 1972) to the green component of the vegetation. 
In this equation, avr is the Priestley-Taylor constant 
(aer=l.3), f ,  is the fraction of green vegetation in the 
canopy, S is tile slope of the saturation vapor pressure 
versus temperature curve, and y is the psychrometer 
constant (0.066 kPa °C-1). This approximation assumes 
that the canopy is transpiring at its maximuin potential 
rate, an assmnption that is often valid in regions where 
there is adequate water supply but tends to overestimate 
canopy transpiration in more arid ecosystems. Fortu- 
nately, the TSTIM provides a means of identif}Ang situa- 
tions where Eq. (6j) is invalid. If the Priestley-Taylor ap- 
proximation attributes to() great a portion of the net 
latent heat fux to the canopy, the solution of Eqs. (6a)- 
(6k) will cause the soil evaporation flux, LE~, to become 
negative in compensation. Because condensation onto 
the soil is unlikely to occur under da?Adme conditions, 
the TSTIM decides in these cases that the canopy tran- 
spiration rate is water limited, and LE,. is throttled back 
until LE~ reaches zero [see Norman et al. (1995b) tbr 
filrther discussion on how this is accompfished in prac- 
tice]. Norman et al. (1996) describe an alternative to Eq. 
(6j) involving the light-use-efficiency of carbon assimila- 
tion; this method yields a more accurate estimate of can- 
opy transpiration but rettnires an additional ancillary 
measnrement of near-surface vapor pressure. Both meth- 
ods yiekt similar predictions for the net fluxes of sensible 
and latent heating; the characterization of LE, mainly af- 
fects the partitioning of net fluxes between the soil and 
canopy. 

Civen measurements and/or estimates of T~a~), solar 
radiation, snrface albedo, ~dnd speed, roughness length, 
and canopy height and cover'; Eqs. (6a)-(6k) constitute 
11 equations in 12 unknowns: T~,, T,, T,  B ..... B.,.,., H, H~, 
H,, LE, LE~, LE,., and G. The next section describes how 
a simple bounda~ layer model provides the intbrmation 
required to solve this system of equations. 

The Time-Integrated PBL Development Component 
The TSM operates on single, instantaneous measure- 
ments of surface brightness temperature. Geostationar}, 
satellites (snch as GOES) are capable of recording the 
time evolution of surface temperature; these time changes 
contain valuable intbrmation concerning the surface soil 
water status (Jackson, 1982). The TSTIM takes advan- 
tage of this temporal iMbrmation, using it to eliminate 
the need lbr actual ground measurements of air tem- 
perature. The temperature of the air above the earth's 
snrthce will ew)Ive such that the energy" budgets at the 
surface and in tile planetary boundau, layer are indepen- 
dently balanced. In this section, a simple equation de- 
scribing energ?' conservation in the PBL is developed, 
which can be solved simultaneonsly with the sur~hce 
equations [Eqs. (6a)-(6k)] for the common bounda~ ~ 
condition of air temperature. Althongh more rigorous 
fornnllations ('or PBL development could be incorpo- 
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Fi{zure 2. Schematic describing the simple proce- 
dure used in practice to diagnose bounda~ T layer 
growth during the tiine interval from t~ to 6. (1) 
First, the initial boundary layer height is fixed at 
a prescribed height Zl by shifting the early morn- 
ing sounding, 0~, in temperature until 0~(z~) is 
equal to 0,,,.~. (2) Next, z.e is located as the inter- 
section between an adiabat at the potential tem- 
perature of the mixed layer at time 12 (0,,,2) and 
tire shifted sounding. This method ties growth in 
the hounda O, layer to the time-change in air tem- 
perature during this interval, rather than to abso- 
lute temperature values. 

rated here, the final goal fbr application on regional 
scales leads us to choose a ibrmnlation that is eomputa- 
tkmally undemanding. 

The subscript "T" is used hereafter to indicate a mea- 
sured or estimated qnanti~ corresponding to a specific 
time tu 

We adopt a simple slab model of the mixed layer, 
assuming all air within the layer to be at a mdform po- 
tential temperature, 0 .... Near the land surface (at tile 
height at which air temperature is measurd ,  ;r), the 
mixed layer potential temperature and the air tempera- 
ture are related by 

0,,=T~(100) 'u''' (9) 
' ,  p , 

where p is the atmospheric pressure (ill kPa) at >r and 
B/q,=0.286. Further, we assume that the height of the 
bonndary layer at a time t~ can be approximated by the 
height ~ at which an adiabat at the current mixed layer 
potential temperature, 0,,,~, intersects an early morning 
temperature sounding (see the schematic in Fig. 2). A 
similar procedure ~br determining boundar)~ layer height 
has been used by Tennekes (1973). Under this assump- 
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tion, the height of the boundary layer at all times during 
the convective phase is uniquely defined by the current 
surface air temperature [through Eq. (9)] and the morn- 
ing sounding. 

MeNaughton and Spriggs (1986) give a simplified 
conservation equation describing the growth of a convec- 
tive boundary layer over time, neglecting the effects of 
subsidence and horizontal adveetion: 

(t2 f:2 pc,(z~O,,,,2--Zflm.~) = H(t)dt+pc, O~(z)dz. (10) 
d t  1 d Z l  

Again, 0,,,,i is the potential temperature within the mixed 
layer, whereas 0s (z) is the potential temperature profile 
above the mixed layer at time t~, obtained, for example, 
from an early morning temperature sounding. During 
the time interval from tj to t~, the top of the mixed layer 
rises from height z.~ to z2. The net growth is determined 
by the amount of energy supplied to the mixed layer 
during this time interval in the form of sensible heat and 
by the resistance to boundary layer growth, determined 
by the potential temperature profile above the initial 
height of the PBL, zj. 

The simple method for diagnosing boundary layer 
height deseribed above may be subject to error under 
certain eireumstanees; however, the effect of such misdi- 
agnoses on TSTIM flux estimates is expected to be small. 
An elevated near-adiabatic layer in the morning sound- 
ing, located above the initial PBL height, eould simulate 
a tremendous growth rate with this method. Fortunately, 
the resistance to growth in this ease would be small, and 
the error in the estimate of sensible heating required to 
fuel this growth is likewise small. Strong adveetion oc- 
curring between times tl and t2 will also corrupt PBL 
height and sensible heat estimates if not properly ac- 
counted for. However, advection and other large-seale 
atmospheric effects are least significant during times in 
which the TSTIM is constrained to operate: during the 
morning and under elear-sky conditions. (Wetzel et al., 
1984). Eq. (10) could be rewritten to explicitly include 
the effects of horizontal adveetion (Swiatek, 1992; Hipps 
et al., 1994). Although the specific eases examined in this 
paper were not greatly affected by ineluding adveetion 
effects in the TSTIM, such a modification may be appro- 
priate for more general studies. 

To relate the time-integrated sensible heating in Eq. 
(10) to the instantaneous flux estimates provided by the 
surface layer component of the TSTIM [Eq. (6f)], a sim- 
ple functional form for H(t) is assumed. In the morning 
hours, from shortly after sunrise until just before local 
noon, sensible heating increases approximately linearly 
with time. On the basis of the studies of Deardorff 
(1967), Tennekes (1973) suggests the form 

H(t )=~t  , (11) 

where H~, is a scaling flux, and T is a flux rise time (Ten- 
nekes suggests 3 h). An examination of the diurnal cycle 

of sensible heat measurements from the FIFE and Mon- 
soon '90 experiments indicates that t is best refereneed 
to 1 h after sunrise. Combining the integral of Eq. (11) 
with Eq. (10) and substituting Hi T/t, for H~, [Eq. (11)] 
yields the following expression for the sensible heat flux 
at time ti during this linear phase: 

H - ~ t ~  r. 0 - -  O - (:20(-~d~1 (12) 
i - - .  2 2 .1 .~2  m,2 ~'1 ii1,1 / $ \ ~ /  "~'1 • (t2-tl) ):l 

Equation 12 assumes that the temperatures in the 
sounding, O~(z), are consistent with the air temperature 
estimates generated by the surfaee-layer component of 
the model. In many applications, however, local atmo- 
spheric soundings will be unavailable--the nearest radio- 
sonde station may be hundreds of kilometers away from 
the site of the surface temperature measurement. Fur- 
thermore, any systematic bias in the measured surface 
temperatures will translate into a bias in the estimates of 
0,,~, effectively shifting the limits of integration in Eq. 
(12). Because the time-change in surface temperature is 
more reliable than are absolute temperature measure- 
ments, in practice we fix the height of the boundary layer 
at the first observation time (z,), and allow the change in 
modeled 0m to govern the growth of the boundary layer. 
We assmne that the height of the boundary layer early 
in the morning is some small fixed value (z1~50 m) and 
shif} the sounding in temperature such that 0~ (zl) is 
equal to 0m,b (see Fig. 2). The integral in Eq. (12) is 
performed over this shifted sounding, O'(zl). 

Solving the TSTIM Surface and PBL Energy 
Budget Equations 
The joint solution to the surface and PBL energy budget 
equations in the TSTIM can be smnmarized as follows. 
Combining Eqs. (9) and (12) from the PBL component 
of the TSTIM yields 

2pc ti [(lO0) w' [:~O~(z)clz 1 (13) H.= - ' ~  - -  (zff ~2-zlT,1)- 

Combining Eqs. (6~-(6h) and (6a) from the surface 
component yields 

TR,Di---T~+f(~o)H~"'B""+[1-f(~o)] (14) 
• " " pCp 

×(H,-H,.,)(Ra.,+R~.,) 
pc, 

where a first-pass estimate of H~ is obtained from Eqs, 
(6e) and (6j): 

H,.i-=Rn.,.i[1-amf, S S+gg] . (15) 

(Again, this estimate can be amended if it fails to pro- 
duce realistic predictions for the soil evaporation rate). 
Equations (13)-(15) are applied twice during the morn- 
ing hours, at time t I and t2 (the optimal choice for these 
sampling times is discussed in the next section). Because 
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Flexure 3. The correlation between morn- 
ing rise in surface temperature (AT~D) and 
daytime total sensible heat flux ({H)) vs the 
time interval between I",Aj) measurements, 
assuming that the first measurement is 
made 1.5 h after sunrise. Also plotted is 
the slope of AT~M~ vs (H) as a function of 
time interval. These results are based on 
a combined soil-plant-atmosphere (Cupid) 
and PBL model. 

:j and z2 are determined by T~,.I and "F~,e under our as- 
smnptions and ()~(z) is given by the early morning sound- 
ing, the unknowns in these equations are H1, H2, H,.~, 
H~,e, T:,I, and T,,2. Thus, given measnrements of radiomet- 
rie surfhee temperature at times tl and t2, Eqs. (13)-(15) 
yiekt six equations that can be solved for the six tin- 
knowns. The remaining component and composite fluxes 
and temperatures at times tl and t2 can be obtained from 
the Eq. (6a)-(6k). This solution can be easily extended to 
additional times during the morning if the commensurate 
brightness temperature measnrements tire available. 

The aneilla~ data requirements tbr the TSTIM are 
similar to those for the TSM, with one important ex- 
ception. In situ air temperature measurements are not 
needed-- they are computed by the TSTIM. In lieu of 
measured air temperatures, the TSTIM requires a de- 
scription of PBL lapse rate structure in the early morn- 
ing. Sensitivity tests suggest that the TSTIM is not sig- 
nificantly affected by relatively large errors in lapse rate 
specification (see the section on parameter sensitivity). 

Selec t ion  o f  an Opt imal  T ime  Pair 

Experiinentation v~4th the TSTIM has shown that the 
choice of limits in the time-integral in Eq. (10) can affect 
the accuracy of the estimated surface fluxes. Ob~4onsly, 
times must be chosen such that the assnmption of a lin- 
ear rise in sensible heat [Eq. (11)] applies. This limits 
the choice of the upper limit to times at least an hour 
bet})re local noon. hnmediately al}er sunrise, the surface 
sensible heat flux is channeled into dissipating the shal- 
low surface inversion that has developed overnight, and 
the PBL energy conservation equation [Eq. (10)] does 
not hold. The first observation of surface temperature 
should theretbre occur tit least an hour after sunrise. 
Within these etmstraints, the observations of surface 
temperature should be spaced thr enough in time so that 
a strtmg temperature change signal is detected. 

The Cnpid surface layer lnodel (Norman and Camp- 
bell, 1983), conpled with a one-dimensional, second-or- 
der closure PBL model (Mellor and Yamada, 1974), was 
used to identfly a pair of observation times that would 
prove optimal over a variety of surface condition scenar- 
ios. Surthee and PBL data eolleeted during the FIFE ex- 
periment on 7 July 1987 were used to drive multiple 
model runs representing vmying conditions in LAI, soil 
moisture content and x~dnd speed. These simulations 
show that, for a given wind speed, the daytime average 
sensible ]teat flux is well correlated with the temporal 
change in snriCaee radiometrie temperature and that the 
degree of correlation depends on the choice of time in- 
terval over which temperature change is computed. This 
dependence is illustrated in Figure 3, assuming that the 
first measurement is obtained 1.5 h after sunrise. Also 
plotted here is the s'lope of the relation between temper- 
atnre change and da)4ime averaged sensible heat tbr dif- 
ferent choices of time interval; w~ith higher slopes, small 
difliwences in sensible heating will be distinguished by 
larger signals in surface temperature change. The best 
choice of time interval will be that which mtLximizes both 
of these curves while satist~4ng the atbrementioned con- 
straints. 

On these bases, we have chosen in this investigation 
to use radiolnetric surI;aee temperature measurements 
acquired tit 1.5 and 5.5 hours past sunrise, Fieldiug a 
time interval between measurements of t2-t~=4h. Note 
that, though this choice appears apprt)priate for early 
July, the selection of an optimal time pair may ve~y well 
be seasonally dependent owing to variations in the rela- 
tive rate of heating as day length and solar angle change, 

Extrapolat ing to a Total  D a y t i m e  Flux 

For many imrposes, a surfhce flux integrated over the 
daylight honrs is of more use than an instantaneous fnx 
estinlate. One way to extrapolate fi'om an instantaneous 
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flux estimate to a daytime total is to assume that the sur- 
t:ace energy budget is "self-preserving"; that is, that the 
relative partitioning among components of the budget re- 
mains constant throughout the day. For example, Hall et 
al. (1992) use FIFE data to show that the "evaporative 
fraction,'" given by the ratio between latent heat and the 
available energy flux 

LE 
f"~P=~... - c - ,  (16) 

is stable during the daytime hours. In a similar study 
conducted in Arizona (Jackson et al., 1983), instanta- 
neous fluxes were scaled to daily fluxes with good success 
by using solar radiation in place of the available energy 
flux in Eq. (16). An estimate of the daytime total 
(R,,)-(G) can be computed from a time series of net ra- 
diation measurements [see Eqs. (6e) and (6k)]. The re- 
maining daily budget components can then be estimated 
with 

(LE)--f~,..~((R,)- ( C ) ) ,  (17) 

(H) = (B,,}- (G) - (LE)  . 

An examination of surface flux data f~:om the FIFE 
experiment and the Monsoon '90 experiment showed 
that the evaporative fraction computed from fluxes mea- 
sured at 5.5 h past sunrise (time t~) tends to underesti- 
mate the daytime average by about 10%; f,~ap continues 
to increase slightly into the afternoon. Other studies have 
also shown that the self-preservation method yields day- 
time latent heat estimates that are smaller than observed 
values by 5-10% (Gurney and Hsu, 1990; Sugita and 
Brutsaert, 1991; Brutsaert and Sugita 1992). Therefore, 
in extrapolating from instantaneous to daytime surface 
fluxes, we have used an evaporative fraction given by 

LE2 (18) 
f~,.~,p = 1.1Rn.2_ G2 ' 

where R,.2 is the observed net radiation at time t2, and 
LE2 and G~ are the latent and soil heat fluxes estimated 
by the TSTIM at t2. 

MODEL VALIDATION 

The surface flux databases used by Norman et al. (1995b) 
to evaluate the performance of the TSM are used here 
in assessing the TSTIM. The first ISLSCP field experi- 
ment was conducted in a 157<15 km region near Man- 
hattan, Kansas, in 1987 and 1989 in and around the 
Konza Prairie Research Natural Area. The vegetation 
cover at this site is variable over small spatial scales, with 
LAI varying from less than 0.5 to approximately 3. A 
comprehensive description of FIFE can be found in Sell- 
ers et al. (1988) and Sellers et al. (1992). The Monsoon 
'90 experiment was conducted in 1990 near Tombstone, 
Arizona, in the Walnut Gulch Experimental Watershed 

maintained by the USDA-ARS Southwest Watershed Re- 
search Center. Walnut Gulch is a semiarid rangeland, 
more sparsely vegetated than the FIFE site. Details con- 
cerning this experiment are provided by Kustas et al. 
(1991) and Kustas and Goodrich (1994). Single-layer 
models have typically had difficulty accommodating both 
sparse and well-vegetated surfaces without resorting to 
empirical adjustments (Kustas et al., 1989; Stewart et al., 
1989). These databases, therefore, provide a good test of 
the generality of the TSTIM. 

In field experiments such as the FIFE and Monsoon 
'90, the surface can be characterized in much greater de- 
tail than is practical on the scale of a satellite image. Fur- 
thermore, the scaling of many surface parameters from 
meter to kilometer spatial scales is not straightforward 
(Price, 1990). Nevertheless, validation with micrometeo- 
rologieal measurements is an important first step in con- 
strutting a flux model destined to perform on larger 
scales. Many algorithms that have been proposed for sat- 
ellite image analyses have never been tested against ac- 
tual measurements, and thus their effectiveness can only 
be surmised (Sellers et al., 1995). In the comparisons 
that follow, the model simulations are run with inputs 
that best represent the detailed, independent measure- 
ments of those inputs made at each site; on larger scales, 
more parameterization and generalization will be re- 
quired. Fortunately, the TSTIM is not very sensitive to 
many of the parameters that are difficult to obtain on 
regional scales (see the section on the assessment of an- 
ciliary data requirements). 

Database Deseription 

The FIFE Database 
The FIFE measurements used here were made at FIFE 
sites 16, 22, 24, and 26 [see Smith et al. (1992) for site 
descriptions]. Each of these sites was equipped with an 
automatic meteorological station (AMS) and either a 
Bowen ratio or eddy correlation system, where micro- 
meteorological and flux measurements were recorded at 
30-min intervals. The surt:ace flux measurements made 
during the FIFE experiment are described by Kanemasu 
et al. (1992) and Smith et al. (1992). At each AMS, wind 
measurements were acquired at a height of 5.4 m, and 
air temperature was sampled at 2 m. Tile assumption 
that sensible heat increases linearly in time from a value 
of zero at 1 h past sunrise [Eq. (11)] is diffieult to fulfill 
if short time-scale fluctuations in wind speed occur near 
time t~ or t2; in snell cases, the resistance to sensible heat 
transport [Eq. (7)] becomes uncharacteristic of the time 
interval in question. Therefore, the wind speed data from 
the FIFE experiment have been averaged in time: the 
wind speed used at time t~ was an average from t t - 1  h 
to t2, and the wind speed used at time t2 was an average 
from tl to t~+l h. 

Data collected during each of the intensive field 
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campaigns (IFCs) 1-4, spanning from May to October 
1987, are represented in our comparisons. This period 
encompasses the major phenological stages of the native 
prairie vegetation, from "green up" (IFC 1, late May) to 
senescence (IFC 4, early October). The TSTIM requires 
an accounting of both total LAI (live and dead) and the 
fraction of green vegetation; the total LAI is used in 
computing the weighting fhnetion f((0) in Eq. (6a), the 
soil boundary layer resistance, and the partitioning of net 
radiation between the soil and canopy regimes [Eq. 
(6e)], whereas only green vegetation contributes to the 
canopy transpiration rate [Eq. (6j)]. In accord with Nor- 
man et al. (1995b), green LAI values were used for IFCs 
1-3 (assumingf, z=l); whereas, in IF(; 4, when the vege- 
tation was predominantly dorinant, the total LAI was 
computed as 

LAIt,,,,I=LAI ,,,,, + 0.5o dry ~eightd""dLAl~, ...... (19) 
• ~ dry weighti~,,. : ' 

assuming that dead leaves contribute on average half" the 
LM per unit dr), weight that live leaves do. The fraction 
of" green vegetation for IFC 4 was then computed as 
LAI~,.~,,,,/LAI,,t,I. For all IFCs, the surface roughness 
length was assmned to be h,/10 (where h, is the average 
canopy height) and displacement height, 2h,/3. The 
green LA1, (lead and live (hy weight, and canopy height 
data were obtained from the FIFE CD-ROM data col- 
lection (Strebel, et al., 1994). 

In testing the TSM, Norman et al. (1995b) used sur- 
face brightness temperatures acquired with a helicopter- 
mounted radiometer hovering at a height of approximately 
300 m above the ground. The nadir fbotprint of this sys- 
tem was approximately 5.2 m, thus effecting a spatial aver- 
aging over small-scale inhoinogeneities in the landscape, 
which is beneficial to fltr~ estimation algorithms. However, 
because these measnrements were taken at irregular time 
intervals, they could not be used to test the TSTIM. In- 
stead, we used surl'ace temperature measurements ob- 
tained at selected AMS inst~lations with Everest multi- 
plexed infrared thermometers (IRTs), Model 4000. These 
thermometers were mounted approximately 2 in above the 
ground, yielding a nadir footprint 0.5 m diameter. 

A comparison between IRT-measured surf'ace tem- 
perature at sites 16, 24, and 26 and temperatures mea- 
sured by the helicopter-mounted radioineter tit the same 
sites and times (with atmospheric corrections applied) 
shows the IRT observations to be on average 3 C ° colder 
than the helicopter observations (Fig. 4). A bias of sinai- 
lar magnitude was noted by Goetz et al. (1995), who sug- 
gest that it may be related to the difference in spatial 
sampling between the two instruments. The IRTs sample 
a smaller area of" ground and thus, if positioned prefbren- 
tially over a region ~;Sth higher vegetation cover (away 
f'rom footpaths and grazed areas), would register consis- 
tently cooler temperatures. This hypothesis is supported 
by the t:aet that the apparent bias is smaller during I FC 4 
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Figure 4. Surface radiometrie temperature 
measurements from grotmd-based infrared 
thermometers at FIFE weather stations com- 
pared with helieopter-based measurements ad- 
justed fi)r intervening atmospheric effects. 
The ground-based l n e a s u r e l n e n t s  t i re  u s e d  ill  

the TSTIM, and the helicopter measurements 
were used in the TSM. 

(the "senescence" period) when vegetation cover least a6 
fects the composite surf:ace temperature. Additionally, 
the Model 4000 IRT does not perfectly correct for ther- 
mal emission from the thermometer itself and therefore 
is subject to error when the target and thermometer- 
body temperatures are not equal. Given that the air sur- 
rounding the IRT was consistently cooler than the sur- 
face during the times studied here, this error would 
cause temperatures measured with the Model 4000 lilT 
to be underestimated. Because this bias is constant in 
time, it proves to have little eflbct o n  fhlx estimates from 
the TSTIM, which is sensitive only to the t ime chanFe in 
surface temperature (see the section comparing TSTIM 
estimates with observations). 

Serial rawinsonde measnrements of temperature, 
wind, and humidity in the PBL were acquired daily dur- 
ing all IFCs in the FLEE. The balloons were launched 
at the northern edge of the FIFE site, less tha,  15 km 
away fron) all subsites studied here. 

The Monsoon "90 Database 
The TSTIM has also been tested with data collected at 
METFLUX sites 1 and 5 in the Monsoon '90 experimen- 
tal area. Site 1 is a shrub-dominated subwatershed in the 
Lucky Hills study area, whereas site 5, in the Kendall 
snbwatershed, is primarily a grass ecosystem. The vegeta- 
tion cover at both sites is sparse (LAI=0.4 and 0.S at 
sites 1 and 5, respectively) and heterogeneous in thee 
and height. The data used here were collected between 
28 July and 10 August 1990, when both sites were near 
peak greemless (J~= 1 was used at both sites), l)uring this 
time, several rainfall events occurred, so a variety of soil 



Time-Integrated Model for Estimating Surface Fluxes 205 

Table 1. Definition of Quantitative Measures Used to Evaluate the Performanee of the TSTIM 

Measure Description Computational Form 
N Number of observations 

Mean of the observed variable -1 ~ O~ 
n i=1 

Mean of the model predicted variable _l ~ p~ 
l l  i= I 

S,, Standard deviation of the observed variable n-1 ~=~ 

SI, Standard deviation of the predicted variable ~ ~=t 

a, b Intercept and slope of the linear regression of P on O Pi=a+bOi 

MAD Mean absolute difference l ~ I Pi-Oi I 
I l l =  1 

RMSD Root mean square difference [ni~l " (p_oi)2] 1/2 

RMSD~ Systematic root inean square diftbrence I " (P~-O~)- 

RMSI),, Unsystematic root mean square difference (PyP~)- 
i =  

r e Coefficient of determination [i~ (Pi-P)(Oi-O) 2 / [  ~ (0i-0)]2~ (Pi-P) 2] 
] i =  i =  

moisture conditions were sampled. Measurements of 
wind speed and air temperature were made at heights of 
4.3 m and 4 m, respectively. The wind speeds used in 
the resistance calculations [Eq. (7)] were time-averaged 
values obtained as described earlier for the FIFE tests. 
Surface fluxes used here for comparison with estimated 
fluxes were computed by using the variance method de- 
scribed by Tillman (1972); Kustas et al. (1994a) showed 
that this method yields flux estimates that are on average 
within 20% of those obtained through standard eddy cor- 
relation techniques. This level of variability is typical of 
other flux estimation techniques (Dugas et al., 1.991; Nie 
et al., 1992) and thus is deemed acceptable. 

The canopy architecture parameters used here are 
identical with those used by Norman et al. (1995b). Be- 
cause the vegetation at both sites is so heterogeneous in 
height and cover, specifying an appropriate "average veg- 
etation height" is difficult; therefore, the displacement 
heights estimated independently for Walnut Gulch by 
Kustas et al. (1994a) are used to compute an effective 
height at each site. Because the canopy cover was rela- 
tively sparse and open, it is assumed that h~.=2d, instead 
of the typical h~,=3d/2 relation. For site 1, the values 
z,,,=0.04 m, (/=0.4 In, and h~=0.8 m, were used; and, for 
site 5, z,,=0.01 m, d=0.3 In, and h,.=0.6 m. 

Special efibrt was taken during the Monsoon '90 ex- 
periment to assure that ground-based measurements of 
surface brightness temperature were not biased by the 
sinall-seale inhoinogeneity in the landscape. At each site, 

fiducial soil and vegetation temperatures were sampled 
continuously with two stationary Everest Interscience ra- 
diometers (Models 110 and 4000), one pointed at bare 
soil and the other at a representative part of the canopy, 
Periodically, measurements were made with similar in- 
struments mounted on yokes and carried over a set of 
prescribed transects within the site [see Moran et al. 
(1994) for details concerning the yoke measurements]. 
Regression coefficients were then computed by using the 
yoke measurements as the dependent variable and the 
canopy and soil temperatures as independent variables. 
With these coefficients, continuous estimates of a spa- 
tially representative composite temperature can be con- 
structed froin the in situ component temperature mea- 
surements. 

Radiosonde instruments were launched at site 1 on 
four different days during the Monsoon campaign. The 
earliest soundings, however, occurred at approximately 
8:00 A.M. MST, 1.5 h after the first observation of radio- 
metric surface temperature used by the TSTIM. By this 
time, the mixed layer was already noticeably developed 
and the simple PBL model described earlier did not per- 
form well with the use of these profiles. Therefore, 
12:00 h UTC (5:00 A.M. MST) soundings from the near- 
est radiosonde network station (at Tucson, approximately 
60 kin from Walnut Gulch) were used instead. A first- 
order correction for adiabatic cooling due to the eleva- 
tion difference, AElev, between Tucson (elevation 800 m 
above sea level) and Walnut Gulch (elevation 1500 m) 
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may be expressed as 

T(z)~.~,,.,=T(Z)T,,~.~o,~-AElevFd(~':) , (20) 

where T(z),.,. ..... is the absolute temperature in K in the 
Tucson sounding at height z and Fd is the d U adiabatic 
lapse rate (~1 K 100 m-~). Streamlines at greater alti- 
tudes within the profile will be less affected by elevation, 
so the application of this correction is constrained to 
heights below some m~i lnum value, z ...... (we use 4000 

m). As is demonstrated in the next section, this correc- 
tion proves to have little effect on the flux estimates gen- 
erated by the TSTIM. 

Comparison of  TSTIM Estimates with Observations 
The validity of the TSTIM has been evaluated hy using 
the quantitative measures of model pertbrmanee sug- 
gested by Wilhnott (1982). These measures and their 
computational fi~rms are listed in Table 1 and include 
the mean absolute difference (MAD), and the root mean 
sqnare difference (RMSD), along with its systematic and 
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Table 2. Quantitative Measures of Model Performance with the FIFE Database 

Flux N 0 P S,, Sp a b MAD RMSD RMSD~ RMSD. r e 

In s t an t aneous  W m ~ W m ~ W m -2 W m -2 W m -z W m ~ W m -2 W m -2 W m -2 

H 102 155 146 93 93 20 0.81 45 59 20 55 0.65 

LE 100 221 235 129 123 41 0.88 44 53 21 49 0.84 

G 7,5 81 88 39 30 51 0.46 26 33 22 24 0.34 

Day t ime  MJ in 2 MJ m -~' MJ m -2 MJ m -2 MJ m -2 MJ m 2 MJ m -2 MJ m -~ MJ m -2 

( n )  89 3.7 3.0 2.2 2.1 0.29 0.74 1.2 1.6 0.9 1.3 0.61 

(LE) 71 8.2 8.4 4.9 4.4 1.5 0.84 1.3 1.6 0.8 1.4 0.90 

(G) 65 1.8 2.,5 1.0 1.2 1.1 0.79 0.9 1.1 0.8 0.8 0.48 

Analyses  for  bo th  ins t an taneous  a n d  day t ime  total flux es t imates  are  given. 

unsystematic components (RMSDs and RMSD,,, respec- 
tively). Willmott (1981, 1982) demonstrated how men> 
bets of this statistical suite can be combined to generate 
additional useful measures; for example, the mean bias 
between estimated and observed fluxes is given by 
P - O ,  and the proportion of the total RMSD arising 
from systematic biases is reflected in the quantity 
RMSD~/BMSD 2. 

To assess the change in performance elicited by the 
introduction of a time-integrated component to the origi- 
nal two-source model, both the TSTIM and TSM have 
been run with identical input databases from the FIFE 
and Monsoon '90 field experiments. We limit the follow- 
ing discussion to comparisons between model predictions 
and observations at time t2 (.5.5 h past sunrise) only, be- 
cause of the high relative errors typically associated with 
early morning flux measurements. 

Figure ,5 compares heat fluxes measured during the 
FIFE campaign with those predicted by the TSTIM; 
quantitative measures of these comparisons are given in 
Table 2. The level of agreement between modeled and 
measured latent heat fluxes (Fig. 5b) is comparable to 
the variability observed among the measurements them- 
selves; in an intercomparison of LE measurements ob- 
tained with different flux systems during FIFE '87, Nie 
et al. (1992) found differences of 20%, on average, 
whereas the mean model deviation, RMSD/O, from Ta- 
ble 2 is 24%. The scatter between modeled and mea- 
sured fluxes of sensible heat (Fig. 5a) is somewhat larger, 
with an RMSD/O value of 38%. However, as noted by 
Norman et al. (1995b), the average Bowen ratio associ- 
ated with the latent heat measurements considered by 
Nie et al. (1992) was 0..5, suggesting a variation of as 
much as 40% among measurements of sensible heat in 
FIFE '87. The scatter in Figure 5a increases at high 
heating rates, owing in part to the difficulty in estimating 
the fraction of green vegetation present during IFC 4, 
when most of the vegetation had senesced. 

Model estimates of air temperature are well corre- 
lated with measurements from FIFE but show a negative 
bias of 3 C ° (Fig. 5d), identical in magnitude with the 
instrumental bias suspected in the IRT surface tempera- 

ture measurements used to drive the model (Fig. 4). 
This behavior suggests that this bias in surface tempera- 
ture is being absorbed into the computed air tempera- 
tures, leaving the true difference Ta--TRAD intact. 

Experimentation with the TSTIM shows that this is 
indeed the case. Figure 6a and b shows the effect of a 
simulated time-independent bias in surface brightness 
temperature. The results from two sets of model runs are 
compared here: in one set, the radiometric temperatures 
at both sampling times, TRAD,I and T~AD.2, were increased 
uniformly by 5 C °, simulating a large constant bias; in 
the other set, the temperatures were unmodified. The 
TSTIM responded to this bias by offsetting its air tem- 
perature estimates by an equal amount ( O - P  in Fig. 6b 
is 4.9 C°), leaving the surface-to-air temperature differ- 
ence, and thus the sensible heat flux estimates, essen- 
tially unaltered (Fig. 6a). An increase in ATRAD=TRAD,2 - 
TRADJ, however, is correctly interpreted as a signal of in- 
creased time-integrated sensible heating, as is demon- 
strated in Figure 6c and d. Here the radiometrie temper- 
ature at the second observation time only was artificially 
increased by 3 C °. Figure 6d shows that the air tempera- 
ture estimates are not significantly affected by this exper- 
i m e n t - t h e  increased AT~.m translates purely into an in- 
crease in time-integrated sensible heating (Fig. 6c). 

Figure 6 demonstrates one of the great strengths of 
the TSTIM. Because the model uses time differences in 
surface temperature, rigorous temperature calibration is 
unnecessary as long as the corrections are additive and 
do not vary significantly over the time interval in ques- 
tion. The TSM performs quite poorly when applied to 
this same database, yielding RMSD and MAD values for 
H and LE twice those obtained with the TSTIM. When 
the FIFE IRT measurements are corrected for the 3 C ° 
bias apparent in Figure 4, the TSM produces results very 
similar to those shown in Figure 5. 

Figure 7a-c compares observed and modeled sensi- 
ble, latent, and ground heat fluxes from the Monsoon '90 
campaign; quantitative comparisons are provided in Ta- 
ble 3. Estimates computed both with and without the at- 
mospheric lapse rate correction for site elevation given 
in Eq, (20) are shown to demonstrate that its effect is 
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Figure 6. TSTIM predictions of (a) sensible heat and (b) air temperature at 2m with the use ot" modified FIFE data, 
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time). 

minimal. This correction (about 2 K km -I) improves 
model agreement  with measured fluxes slightly yet alters 
flux estimates by less than 5% on average. In this case, 
the use o f  a nonlocal temperature sounding does not sig- 
nificantly degrade the modeled fluxes; this bodes well for 
the practical utility of  the TSTIM. 

The RMSD values computed  fbr these quantities are 
improved over those obtained by the TSM: the TSTIM 
(with the lapse rate correction) yields RMSD values ibr 

H and LE of 32 and 40 \V in 2 respectively, whereas 
the TSM ~elds values of  44 and 58 W m 2. Whereas 
TSM estimates of" sensible heat flux are hiased low by 28 
W m 2, the TSTIM overestimates H by only 7 W m 2 on 
average. Both models yield very similar estimates of  G. 

The correlation between modeled and measured air 
temperatures for Monsoon '90 is somewhat worse than 
that achieved in the F I F E  simulations (see Fig.7d), hut 
the average f'ractiunal deviation, RMSD/O, is comparable 
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Figure 7. Comparison of TSTIM predictions at 5.5 h after sunrise of (a) sensible heat flux, (b) latent heat flux, (e) soil heat 
conduction flux, and (d) air temperature at 4 m with mierometeorological measurements from Monsoon '90. Results obtained 
both with (site 1, solid circles; site 5, open circles) and without (site 1, +; site 5, ×) the atmospheric lapse rate correction 
for site elevation given in Eq. (20) are shown; uncorrected results are designated with parentheses. 

about 15%). Est imated air tempera tures  at site 1 (the 
low-LAI, shrub-dominated  site) are biased low by 5 C °, 
whereas site 5 (the grass-dominated site) shows a lesser 
bias of  2 C °. The  origin of  these biases is unclear; the 
surface brightness t empera tu re  measurements  made dur- 
ing the Monsoon '90 campaign were much less vulnera- 
ble to inhomogeneit ies  in the landscape than were the 
F I F E  ground-based measurements .  The discrepancies 
be tween modeled  and measured  air tempera tures  may 
be due to a combinat ion of small individual errors, both  

in the measurements  and in our description of  the sys- 
tem. They  may be related, in part, to biases inherent  in 
the Model 4000 IRT, to adveetion effects (which are cur- 
rently neglected in the TSTIM),  or to residual correc- 
tions required to translate the atmospheric  sounding ob- 
tained at Tucson to the Walnut  Gulch site that are not 
accomplished through the simple approximation Eq. 
(20). Whatever  the causes, they do not appear  to signifi- 
cantly affect the Monsoon '90 flux estimates. 

A method for extrapolating from instantaneous esti- 
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Table 3. Quantitative Measures of Model Performance with the Monsoon '90 Database 

Flux N 0 P S,, S1, a b MAD RMSD RMSI)~ RMSD,, r 2 

Instantaneous \\: m e \Vm ~ ~A"m 2 ~\'m e \Vm 2 W m 2 Vv'm 2 \ V m e  \Vm -~ 

H 25 143 156 48 58 19 0.97 29 36 14 33 0.65 
tt,,,,, 25 ] 43 150 48 58 9 0.99 26 32 7 32 0.69 
LE 24 214 211 81 85 17 0.9I 36 42 8 41 0.76 
LE, .... 24 214 218 81 82 28 0.89 33 41) 10 39 0.77 
G 25 137 126 54 33 55 0.52 27 32 28 16 0.74 
G,,,,, 25 137 126 54 33 55 0.52 27 32 28 16 0.74 

Daytime MJ m e MJ 1]1 2 MJ n, ~ MJ ,n -e MJ m ~ MJ m ~ MJ m e MJ m e MJ n, ' 

(H,,,,,) 20 4.1 3.5 1.2 1.5 -0.7 1.01 0.8 1.0 0.6 0.8 0.68 
(LEIII,,) 17 6.3 6.6 1.5 2.2 -2.0 1.35 0.9 1.0 0.6 0.8 0.86 
(G,,,,) 24 3. l 3.4 1.3 0.8 1.6 0.58 1).5 0.7 0.6 0.3 0.89 

Analyses ior both instantaneous and daytime total flux estimates are giwm. All runs use atmospheric soundings acquired in Tucson; the subscript 
"eorr" indicates results obtained when these soundings are corrected for tim difference in clevatkm between Tucson and \Vahmt Gulch l Eq. (20)]. 

mates of  energ~ flux to dayt ime totals was p resen ted  in 
all ear l ier  section. F igure  8a-c  shows the results of  this 
extrapolation for the F I F E  data set, using ewiporative 
fractions [Eq. (18)] calculated from TSTIM est imates of  
LE2 and G2 and measured  values of  R,> Analogous fig- 
ures for Monsoon '90 are shown in Figure  9a-e.  In these 
extrapolations, "daytime" has been  def ined as the t ime 
interval during which net  radiation exceeds 50 W m -~ 
and is approximately  12 h in durat ion on average fbr the 
days s tudied here.  This limit is imposed  to exclude mea- 
surements  at low flux levels that typically have high rela- 
tive errors. Fur the rmore ,  the simple parameter iza t ion for 
G in Eq. (6k) does not realistically reproduce  true soil 
heat  conduct ion curves early and late in the day', owing 
to diurnal  phase and curve-shape diffi~renees be tween  G 
and B,, (Choudhury  et al., 1987). 

Tables 2 and 3 list quantitative measures  of the com- 
parison be tween  mode led  and measured  dayt ime fluxes 
for the F I F E  and the Monsoon '90 databases,  respec-  
tively. The relative scatter  among observed and esti- 
ma ted  davt ime total fluxes in each case is similar to that 
achieved with instantaneous flux estimates.  R M S D  values 
tbr Monsoon '90 daily flux est imates are approximately 
1 MJ m 2 and, tbr F I F E ,  between 1 and 2 MJ m-2; these 
wdues are consistent with uncertainties in previous studies 
(Bmtsaert  and Sugita, 1992; Kustas et al., 1994b; Norman 
et ~., 1995a). Some of  the scatter in Figures 8 and 9 is 
induced by intermit tent  cloud cover, which can ;4olate the 
notion of  a "'self-preserving" energy budget.  Fur ther  re- 
stricting the definition of  "day'tiine" to higher limits in net 
radiation would significantly improve the agreement  with 
measured d a ~ i m e  fluxes, primarily by excluding time in- 
terv~fls where Eq. (6k) fbr G fails most acutely. 

ASSESSMENT OF ANCILLARY 
DATA REQUIREMENTS 

Parameter  Sensitivity: A Comparison with 
the  TSM 
A list of  all ancillary measurements  and parameters  re- 
qui red  by the TSTIM is given in Table 4. In this table, 

we also list a measure  of  how sensitive TSM and TSTIM 
est imates of  sensible heat  are to uncertaint ies  in each of  
these input  quantities. In accord with Zhan et al. (1996), 
the relative sensitivity, S v, of  a model  flux est imate to X% 
uncertaint ies in a para ine te r  p can be expressed as 

S,,(X% ) = % 1 1 +  , (21) 

where  H0, H+, and H are the fluxes p red ic ted  when 
p equals its reference value p,,, p+=po(lOO+X)%, and 
p - = p o  (100-X)%,  respectively, and all o ther  parameters  
are he ld  at their  reference vahles. These  sensitivity val- 
ues aid in assessing the accuracy x~4th which input  pa- 
rameters  must be specified to attain a target  level of  un- 
certainty in model  predict ions.  However,  Zhall et al. 
11996) point  out that the S t, value compu ted  for a given 
pa ramete r  may depend  on the choice of  reference  value 
for that parameter ,  so the sensitivities l isted in Table 4 
should be considered approximate  assessments. The r e f  
e renee  values used in this sensitivib~ study are listed in 
Table 4. The  values fi)r parameters  common to both the 
TSM and the TSTIM are those used by Zhau et al. 
(1996), representing median values in their test case suite. 

In a comparison of  four surfhee t empera tu re -based  
ttux est imation models,  Zhan et al. 11996) found that the 
TSM showed the best  agreement  with flux measure-  
ments  acquired during field exper iments  conduc ted  in 
Kansas, Arizona, and Oklahoma. Some models perfor ined 
be t te r  than others in various vegetative regimes, but the 
TSM per fb rmed  well consistently and requi red  no em- 
pirical tweaking of  input  parameters  from region to re- 
gion. Fur thermore ,  the study, fbund that the TSM "'re- 
qui red relatively few parameters  and is not rely, sensitive 
to the uncertainties in the est imates of  most parameters. '" 

Table  4 shows that the TSTIM is similarly or less 
sensitive than the TSM to input  parameters  connnon to 
both lnodels. Note, in particular,  the dramat ic  decrease 
in sensitivity to errors in radiometr ie  temperatnre .  Two 
scenarios con ten t ing  the t ime behavior  of  the assumed 
error  in 7'I~AI) are p resen ted  in Table 4: one in which the 
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Figure 8. Comparison of TSTIM predictions of daytime total 
(a) sensible heat, (b) latent heat, and (c) soil heat conduction 
flux with daytime totals of micrometeorological measurements 
from FIFE. 

error is multiplieative (a sealing error) and the other in 
which the error is an additive bias, constant in time. Tile 
TSM does not utilize time change information and thus 
cannot distinguish between these scenarios--10% varia- 
tions in surface temperature yield roughly 50% variations 
in sensible heating estimates in each ease. The TSTIM 
estimates of sensible heat are affeeted by only 16% if the 
error is multiplieative and by 2% if it is a constant bias, 

The decision to replaee the need for ancillary air 
temperature measurements with specifications of atmo- 
spheric lapse rate appears to be a pnldent one. Estimates 
of local air temperature acquired through interpolation 
to the satellite image grid will often be uncertain by at 
least 10% (see Fig. 1), translating into 40% uncertainties 
in TSM flux estimates. The local atmospheric tempera- 
ture profile may be similarly difficult to characterize; 

however, the TSTIM is relatively insensitive to fairly 
large uncertainties in lapse rate specification. 

A p p l y i n g  t h e  T S T I M  o n  a R e g i o n a l  S c a l e  

The TSTIM was tested with data collected during two 
field experiments and was found to perform well on the 
10-100 m seale in a variety of vegetative regimes. This 
model also has significant potential for application on re- 
gional scales because it reqnires minimal ground-based 
input and is insensitive to many biases that typically 
plague satellite measurements of surface temperatnre. In 
such an application, many of the input parameters listed 
in Table 4 would need to be obtained remotely; a strat- 
egy for acquiring these data is briefly outlined below. 

The correlation between green LAI and the normal- 
ized difference vegetation index (NDVI) has been well 
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Fic~ure 9. Comparison of TSTIM predictions of daytilne total 
(a) sensible heat, (b) latent heat, and (c) soil heat conduction 
ftux with daytime totals of mierometeorological measurements 
from Monsoon '90 (site 1, solid circles; site 5, open circles). 

studied (Carlson et al., 1990; Baret and Guyot, 1991; 
Hall et al., 1992). Sellers et al. (1994) detail methods for 
obtaining green LAI from an adjusted NDVI product. 
Total LAI and the eanopy greenness fraction, f~, may 
then be estimated from the seasonal evolution in green 
LAI. The success with which these methods predict veg- 
etation biophysical parameters has yet to be evahlated; 
however, comparisons can be made against data collected 
during field experiments such as FIFE.  A good estimate 
off~ is important for accurate partitioning of the energ) ~ 
budget, because it accounts for senescent vegetation that 
contributes to the canopy sensible heat flux, H~, but not 
to the latent heat flux, LE~.. As was observed with the TSM 
(Zhan et al., 1996), the TSTIM becomes more sensitive 
to uncertainties in fz as the green fraction increases. 

It is possible to infer other vegetation characteristics 
(vegetation height, h~,, and average leaf" size, .s') from a 
n]ap of NDVI if the predominant ts])e of vegetation ill 
each pixel is known. This type of information ix now be- 
coming available in the form of continental-scale land- 
cover e]assifleation maps; the 1990 Conterminous U.S. 
Landcover Characteristics Data Set developed by the 
U.S. Geological Survey (USGS) Earth Resources Obser- 
vation Systems (EROS) Data Center is one such exam- 
ple. This data set includes a classification of seasonal land 
cover types for 1990 tit a resolution of 1 km. In vegetated 
regions, surfhee roughness length and displacement 
height can be parameterized in terms of fractional can- 
opy height (Shaw and Pereira, 1982); in nonvegetated re- 
gions, some fixed value of" z,,, may need to be assumed. 
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Table 4. Sensitivity of TSM and TSTIM Estimates of Sensible Heat Flux to 
Uncertainties in Model Input Parameters. 

Parameter and 
Nominal Value TSM TSTIM 

p po S,,(10%) S~,(10%) Sp(25%) Sj,(75%) 

TI/AD.12 (mult) 24, 34 °C 0.52 0.16 0.40 1.19 
TI~AD.12 (add) 24, 34 °C 0.52 0.02 0.06 0.19 
'Y~.~ ~ 21, 26 °C 0.43 0 0 0 
u 4 ntis 0.06 0.05 0.12 0.35 
h, 0.6 m 0.07 0.07 0.19~ 
d 0.39 m 0.05 0.05 0.12~ 
z,,, 0.06 m 0.00 ° 0.01 0.03 0.06 
F 1.0 0.07 0.03 0.08 0.27 
f((p=O) 0.39 0.04 0.05 0.12 0.4"2 
.~' 0.005 m 0.0l 0.01 0.04 0.14 
fa 0.5 0.07 0.07 0.17 0.52 
aFT 1.3 0.08 0.07 0.17 0.52 
h" 0.45 0.07 0.06 0.14 0,43 
Z~ 50 m 0 0.01 0.03 0,08 
dOTdz ~4 Kkm -1 0 0.0l 0.03 0,09 

Note: The sensitivity, S~, (X%) [Eq. (21)], to X% uncertainties in the parameter p is tabulated 
for both models, assuming a nominal value for the parameter of p,,. For the parameter TRaD, 
two types of uncertainties are considered: a multiplicative bias (mult) and an additive bias (add); 
see text for fnrther discussion. 

° The value is less than 0.005. 
t Coinputed for 20% variation in p to avoid conflict with other parameters. 

When  h,., Zm, and d scale together,  the TSTIM is signifi- 
cantly less responsive to variations in assumed canopy 
height; the sensitivity to 50% uncertainties in h~, in this 
case is only 0.02. 

Wind speed will have to be interpolated be tween  
surface synoptic network measurements .  Fm~mate ty ,  
wind speed at a height of  10 m (the standard weather  
station measuremen t  height) is a t~airly conservative 
quantity on the synoptic scale; the wind at this height is 
driven primarily by horizontal pressure gradients and is 
largely decoupled  from local surface characteristics. The 
5 h t ime average in wind speed required by the T S T I M  
further  reduces errors due to interpolation. 

The  boundary  layer componen t  of  the TSTIM can 
be initialized with 12:00 UTC soundings from the radio- 
sonde network, interpolated be tween stations with the 
aid of  a mesoscale forecast model. The  sensitivity tests 
discussed in the preceding section indicate that relatively 
large errors in lapse rate can be tolerated. 

Although single-parameter  sensitivity analyses are 
enlightening in compar ing different models, a more  real- 
istic assessment of  model  sensitixdty must  allow for un- 
certainties in multiple input parameters .  The  probable  
error in sensible heating provoked by random errors in 
several input parameters  can be est imated by running an 
ensemble  of  simulations in which these parameters  are 
corrupted with Gaussian noise and then comput ing the 
standard deviation in modeled  H over this ensemble.  
The TSTIM input parameters  that will be most difficult 
to obtain remotely  are wind speed, roughness length, dis- 
p lacement  height, leaf area index, the fraction of  green 

vegetation, leaf size, and atmospheric  lapse rate. Simulat- 
ing 25% errors in each of  these parameters  yields a prob-  
able error of  16% in sensible heating. Clearly, random 
errors in many of the input parameters  to the TSTIM 
tend to cancel themselves out, resulting in a lower net 
error in the predicted flux. 

C O N C L U S I O N S  

A potentially powerful  method  for using thermal  infrared 
remote  sensing techniques to diagnose the partitioning 
in the earth's surface energy budget  has been  presented.  
A series of  simple analytical expressions have been  as- 
sembled that describe the transport  o f  sensible heat  from 
a vegetated land surface to the overlying planetary 
boundary  layer as the surface heats during the morning 
hours. These  surface energy balance equations serve as 
a lower boundary  constraint for a simple model  of  plane- 
tary boundary  evolution, describing growth and heating 
in the PBL in response to this t ime-integrated influx 
of heat. 

The  pr imary strength of  this approach, regarding its 
potential  for remote  applications, is that it requires mini- 
mal ground-based input. In particular, the need for ancil- 
lary measurements  of  local air tempera ture ,  required by 
most thermal  infrared flux models, has been  eliminated; 
near-surfaee air t empera ture  is computed  as a boundary  
condition common  to both the surface and the boundary 
layer components  of  the model.  Fur thermore ,  because 
the model  uses the t ime differential in brightness tem-  
perature,  it is relatively insensitive to t ime- independent  
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biases inherent in infrared satellite observations of the 
earth's surface. This reduces the need tbr high accuracy 
in sensor calibration, in atmospheric corrections to sur- 
face brightness, and in the specification of surface emis- 
sivity. The effect of sensor view angle on apparent sur- 
face temperature is explicitly built into the model; thus 
radiometric temperatures obtained at any view angle can 
be used to drive the model. This feature increases the 
feasibility of using TIR observations from geosyuchro- 
nous satellites and other remote instruments u4th off-na- 
dir sensor viewing angles. 

The TSTIM has been tested with data collected dur- 
ing the FIFE and Monsoon '90 campaigns and was 
tbund to perform well over both well-vegetated and 
sparsely vegetated surt:aees. Comparisons between mod- 
eled and measured fluxes from both experiments yield 
differences comparable to those achieved by models that 
do require air temperature as an input and to errors typi- 
cal of the flux measurement methods themselves. 

The TSTIM can be enhanced with further modifi- 
cation. Specifically, a more detailed model of boundary 
layer development may eventually replace the siinple 
area-integral method described ira Eq. (10). Simple algo- 
rithms tbr estimating the effects of adveetion and subsi- 
dence are available (Diak and "Whipple, 1993) and can 
easily be incorporated. As noted by Norman et al. 
(1995b), assumptions concerning canopy transpiration 
rate (here, the Priestly-Taylor approximation is used) are 
not required if brightness temperature measurements at 
multiple view angles are available, such as those provided 
by the along track scanning radiometer. Alternatively, a 
simple biophysical model linking canopy transpiration 
with carbon assimilation can be ilnplemented; however, 
this requires an additional observational input of near- 
surface vapor pressure (Norman et al. 1996). Finally, the 
accuracy of flux estimates may be improved by using 
more than two observations of surface temperature; aver- 
aging over several observations would lessen sensitivity to 
short time-scale fluctuations which may occur inoppor- 
tunely during a single observation. The GOES-S imager, 
tbr example, provides updated thermal infrared images 
every 15 rain. 

The feasibility of implementing the two-source time- 
integrated model on the regional or continental scale is 
a topic of ongoing study. Methods from the literature for 
speeif~ng vegetation cover and type from satellite obser- 
vations are being assessed; in particular, a reliable means 
of deducing the fraction of dormant vegetation in the 
scene must be developed to assnre accurate partitioning 
of canopy flnxes. Sensitivity tests reported in this paper, 
however, suggest that the TSTIM is not overly sensitive 
to uncertainties in the input quantities that will be most 
difficult to obtain remotely. 
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